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Answer the Following Questions: % o @ o
QUESTION 1: [Total marks: 41] S5 0 G g
1. Define with draw (if any) each of the following: (15 marks)

a. The basic four functions that the computer can perform.
b. The main four structural components of computer.
The major four structural components of CPU.
2. What are significant obstacles that you can met if you increase clock speed and logic
density in the CPU? (5 marks)
3. What are the similarities and differences among symmetric multiprocessor,
nonuniform memory access, and clusters? (6 marks)
4. Define with draw the concext of pipaline. (15 marks)
Assume that: we need to execute the two instructions:
Ins1: Load rA < M, Ins2: Store M « rB.
By 4-stage processor (F: fetch, R: read, E: execute, and W: store).
What is the total time in cycles of execution in:
e Casel: without pipeline,
e Case2: with pipeline?

UESTION 2: [Total marks: 351
i. What are the main trends in hardware technology? (5 marks)
#. What are the two kinds of parallelism in applications? Discuss the four major ways that

the computer hardware can exploit these two kinds of application parallelism. (10
marks)

3. Discuss the three main characteristics of a microprocessor. Explain the two main
categories of microprocessor according to its instruction set. (10 marks)

4, Explain the three mapping functions used for mapping main memory blocks into cache
lines. Highlight for each its main advantage and disadvantage. (10 marks)
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QUESTION 3: [Total marks: 60]

Choose the best answer for each of the foliowing points:

1. Which of the following is true about arithmetic piveline?
I. They are used to implement floating-point operations.
ll. They divide the floating-point operation into various sub problems
lll. They execute each sub problem in pipeline segment.

A. land Il only B. I and ill only C. Il and 1l only D. 1, 11, and ill.
2. Using muitiple processors on the same chip, with a large shared cache, is called:
A. Multicores. B. MIC. C. GPU, D. GPGPU.

3. There are difficulties that will prevent the instruction pipaiine from operating at the
maximum rate. These difficulties include:
l. Different segments may take different timas to operate on the incoming
information.
ll. Two or more segments may require mamory access at the same time, causing one
segment to wait until another is finished with the memory.
lll. Different segments take the same time to operate on the incoming information.
A. land Il only B. | and Iil only C. Il and 1l oniy D. |, il, and 111
4. Using multiple cores on the same chip and deveioping software that can exploit this large
number of cores, is called:

A. Multicores. B. MIC. C. GPU, D. GPGPU.
5. Using cores to perform parallel operations on graphics data and process video, is called:
A. Multicores. B. MIC. C. GPU, D. GPGPU.
6. When the same instruction is executed by uniprocessor using single data item, this category
is called:
A. MIMD., B. SISD. . SIMD, D. MISD.

7. When the same instruction is executed by muitipie processers using different data items, this
category is called:
A. MIMD. B. SISD. C. SiMD, D, MISD.
8. Architectural attributes of computer design inciude:
A. Instruction set. B. Control signal. C. Memory technology used. D. All the above.
9. Which of the following is true about computer architectura?
I. refers to the attributes of a system that are visible to a programmer.
Il. refers to the attributes that have a direct impact on the logical execution of a
program.
lll. refers to the operationai units ang their interconnections that realize the
architectural specifications.
A. land Il only B. 1and lil only C.iland ill oniy D. 1, 1, and lil
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10. Which of the following is true about computer organization?
I. Includes hardware details that are transparent to the programmer.
Il. refers to the attributes that have a direct impact on the logical execution of a
program.
. refers to the operational units and their interconnections that realize the
architectural specifications.
A. land Il only B. i and tll only C. iland 11l only D. 1, li, and lll
11. When different instructions are exacutad by multiple processors using single data item, this
category is called:

A. MIMD. B. SISD. C. SIMD. D. MISD.
12. Architectural attributes of computer design include:
A. Instruction set. B. Number of bits used to represent various data types.
C. 1/0 mechanisms. D. All tha above.
13. Architectural attributes of computer design include:
A. Instruction set. B. Techniques for addressing memory.
C. I/O mechanisms. D. All tha above.
14. Architectural attributes of computer design include:
A. Control signal. 8. Inarfaces between the computer and peripherals.
C. Memory technology usead. D. None of the above.
15.Organizational attributes of computer design include:
A. Control signal. B. Interfaces between the computer and peripherals.
C. Memory technology usad. D. All the above.
16. Organizational attributes of cornputer design include:
A. Control signal. 3. Techniques for addressing memory.
C. 1/0 mechanisms. D. All the above.

17.Which of the following is true in the distinction between architecture and organization?
I. Family of computer madels can be introduced with the same architecture but with
differences in their crganization.
Il. Different models in this family have different price and performance
characteristics.
lil. A particular architacture may exist many years and include several different
computer models, its organization changing with changing technology
A. land Il only B. i end [l only L. 1l and il only D. 1, Il, and Il
18. For data exchanging with memory, CPU typically uses: -
A. Two internal registers: rnemory address register and memory buffer register.
B. Two external registers: /0O address register and 1/0 buffer register.
C. Three internal registers: instruction register, data register, and control register.
D. Three external registers: instruction register, data register, and control register.
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i9. Which of the following is the role of MAR {memory address register)?
A. Specifies a particular I/0 device.
B. Contains the data to be written into memory or receives the data read from memory.
C. Specifies the address in memory for the next read or write.
D. Used for the exchange of data between an 1/0 module and the CPU.
20. Which of the following is the role of MBR (memory buffer register)?
A. Specifies a particular 1/0 device.
B. Contains the data to be written into memory or receives the data read from memory.
C. Specifies the address in memory for the next read or write.
D. Used for the exchange of data between an I/O module and the CPU.
21. Which of the following is the role of I/OAR (/O address register)? -
A. Specifies a particular 1/0 device.
B. Contains the data to be writien into memory or receives the data read from memory.
C. Specifies the address in mamory for the next read or write.
D. Used for the exchange of data between an I/0 module and the CPU.
22. Which of the following is the role of I/GBR (i/O buffer register)?
A. Specifies a particular I/0 device.
B. Contains the data to be written into memory or receives the data read from memory.
C. Specifies the address in memory for the next read or write.
D. Used for the exchange of data between an I/0 module and the CPU.
23.Assume that: two devices A and B are connected on the bus, they send data on the bus at the
same time, their signals will: ,
A. Successfully transmit. B. Overlap and become garbled.
B. Onessignal is transmitted and the other ignored. D. none of the above.
;4. Assume that: we have two buses: A: onz line bus and B: eight lines bus. Th 8-bit unit of data
can be transmitted: _
A. OverA parallel and over B in sequence of eight digits.
B. Over A in sequence of =ight digits and over B parallel.

C. Over A and B parallel. D. Over A and B in sequence of eight digits
25.When the processor executes instructions that may not be needed, this is called:
A. Branch prediction. B. Pipelining. C. Parallelism.  D. Speculative execution.

26. Which of the following is good approach to increase the processor speed?
A. Increase the hardware spesd of the processor.
B. Increase the size and speed of caches that are interposed between the processor and
main memory.
C. Make changes to the processcr corganization and architecture that increase the
effective speed of instruction exacution.
D. All the above.
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27.Which of the following is true about memory module?
I. It consists of a set of locations defined by sequentially numbered addresses.

Il.  Each location contains a binary number that can be interpreted as either an
instruction or data.

lll.  Each location contains a binary number that is interpreted as data only.

A. land Il only. B. | and H1i only. C. ll and lll only. D. I, I, and Il
28.The key characteristics of computer memory include: ,
A. Location. B. Canacity. C. Unit of transfer. D. All the above.

29.There is a trade-off ai'nong the three key characteristics of memory. Which of the following
relationships are hold?

A. Faster access time, greater cost per bit. B. Greater capacity, slower access time.
C. Smaller capacity, faster access time. D. All the above.

30. Method of accessing units of data in mamory include:
A. Sequential access.  B. Random access. C. Associative access. D. All the above.

CUESTION 4: [Total marks: 141

i 2ach of the following sentences, determine whether it is true or false:

1. When different instructions are executed by multiple processors using different data items,
this category is called MIMD.

2. In general, MIMD is more flexibie and thus more generally applicable than SIMD, but it is
inherently more expensive than SIMD.

3. Innon-volatile memory, information is lost when electrical power is switched off.

4. Physical cache (known as a virtual cache) stores data using virtual addresses. The processor
accesses the cache directly, without going through the MMU.

5. The large caches tend to be slightly slower than smali ones.

6. Using applications are supported by combination between CPU and GPU, is called GPGPU.

7. The concept of memory cycie time is primarily applied to random-access memory.

End of exaraination
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QUESTION 1: [Total marks: 36]

1. Discuss the safeness of PN of Fig. 1 and if it is not satisfied make suitable modifications to
convert it to be safe PN. (10 marks)

2. Forthe graph of Fig. 2 find walk, trail, path, circuit, and cycle. (10 marks)

Define the algorithm and the three ways used to represent the algorithm. (6 marks)

4. Rearrange, in ascending ordar, the array A = (75, 18, 40, 5, 10, 65, 5, 14, 15, 3, 11) using the
insertion sort algorithm. (10 marks)

w

CESTION 2: [Total marks: 4]
. Draw the graph represented by the following adjacency matrix and determine its
type. (7 marks)

AL O R
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2. Define the following: Petri nat structure, Petri net graph, enabling rule, and firing
rule. (8 marks)
3. For the graph of Fig. 4 find: (10 marks) ,
a. Adjacency matrix. b. Incidence matrix. AR ).E;\‘
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1. Consider the PN of Fig. 3: (15 marks)

a. Find reachability graph, RS, and sequence of firing of transitions
b. Discuss the deadlock for it.

QUESTION 3: [Total marks: 54}
Choose the best answer for each of the following points.
1.In Petri nets, the tokens are representied by:
A. Arrows. B. Bars. C. Circles. D. Small dots
2. Adjacency matrix of a graph with n vertices is based on the ordering of these vertices.
So, there are:

A. n! different adjacency matrices. B. 2" different adjacency matrices.
C. n?different adjacency matrices. D. n different adjacency matrices.

3. Multiple edges are represented in the incidence matrix using:
A. Rows with entries that are ali zeros. B. Columns with identical entries.
B. Columns with entries that are all zeros. D. Rows with identical entries.

4. Thesize ofa graph is the number of:
A. Edges. B. Vertices. C. Subgraphs. D. Components.

5. The RAM model contains instructions that takes a constant amount of time such as:
A. Arithmetic. B. Data movement. C. Control. D. All the above.

6. AgraphG = (V,E) withV = @ is called:
A. Null graph. B. Trivial graph. C. Empty graph. D. Multi graph.
If the two vertices u and v are endpoints of an edge e, then they called:

=

A. Parallel. B. Isolated. C. Pendant. D. Adjacent.
%, The edges that have the same enc vertices are called:
A. Parallel. B. Isolated. C. Pendant. D. Adjacent.

9. Multiple edges connecting the same pair of vertices v and vj;, or multiple loops at the
same vertex make the adiacency matrix:

A. Not zero—one matrix. B. Zero-one matrix
C. Contain no zeros. D. contain no ones.
10. Adjacency matrix can reprasent:
A. Simple undirected graph only. B. Multigraph permitting loops only.
C. Digraph only. D. All the above.
11.In Petri nets, the places ara representad by:
A. Arrows. B. Bars. C. Circles. D. Small dots
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12.Diagonal of adjacency matrix is all O, in zero-one matrix, if the graph is:

A. Simple with loops. B. Simple with no loops.

B. Multigraph permitting loops. D. All the above.
13. Non-zero entries in the diagonal of adjacency matrix mean that the graph:

A. Has not loop B. has parallel edges. C. Hasloops. D. has not edges.
14, In analyzing algorithm when we consider the case that the maximum number of

steps taken on any instance of size n, then the case called:

A. Best case. B. Average case. C. Worst case. D. None of the above.
15. A graph G = (V,E) with V| = 1 is called:

A. Null graph. B. Trivial graph. C. Empty graph. D. Multi graph.
16. The RAM meodel contains instructions that represent a gray area in RAM such as:

A. Shift left. B. Data movament. C. Control. D. All the above.
17. In Petri nets, the arcs are represented by:
A. Arrows. B. Bars. C. Circles. D. Small dots

18. Which of the following is true about tokens?
[. They used to indicate which places are active.
ll.  They are representet by small dot in the places.
i1, Their number and their distribution determine the dynamic behavior of a Petri
net.

A. land lonly.  B.!land Il onky. C. Il and 1ll only. D. 1, I, and Ill.
19. Wy, for n2 3, can be obtained by adding an additional vertex to:

A. Cn and connect this new vertex to each of the n vertices in C, by new edges.

B. Kn and connect this new vertex to each of the n vertices in K, by new edges.

C. Qnand connect this new vertex to each of the n vertices in Q, by new edges.

D. None of the above
20. The RAM model contains instructions that represent a gray area in RAM such as:

A. Exponentiation. B. Data movament. C. Control. D. All the above.
21.Loops are represented in incidence matrix using:

A, Diagonal with ones in some entries.

B. Diagonal with zeros in some antries.

C. A column with exactly one entry equal to 1.

D. A column with entrias that are all zeros.
22. Agraph G = (V,E) with E = ¢} is called:

A. Null graph. B. Trivial graph. C. Empty graph. D. Multi graph.
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Ths edges that share a cominon end vertex are called:
A. Parallel. B. Isclated, C. Pendant. D. Adjacent.

24. The vertex whose degree is 1 is called:

A. Trivial. B. Isolated. C. Pendant. D. Adjacent.

25. The vertex whose degree is 0 is called:

A. Trivial. B. Isclated. C. Pendant. D. Adjacent.

26. The order of a graph is the number of:

A. Edges. B. Vertices. C. Subgraphs. D. Components.

27.In Petri nets, the transitions are represented by:

A. Arrows. B. Bars. C. Circles. ~D. Small dots

' JESTION 4: [Total marks: 201
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oh of the following sentences, determine whether it is true or false:

', In an undirected sirnple graph of order n, the maximum degree of each vertexis n - 1 and the

N ;AW

maximum size of the graphis (n - 1)/2.

Adjacency matrix of graph G is based on the ordering chosen for the vertices, so it is not
unique.

Adjacency matrix of all undirected graphs is not necessarily symmetric.

The adjacency matrix for a directed graph does not have to be symmetric.

In Petri nets, arcs are allowed to connact two places or two transitions.

Running time of an algorithm is the number of primitive operations or steps executed.

An arc in Petri net always connects two places to a transition in either direction.

Analyzing an algorithm means predicting the resources that the algorithm requires such as
mamory and running time.

7. There is no upper limit to the number of arcs that can connect to a place or a

transition.

10.In Qn, two vertices are adjacent if and only if the bit strings that they represent differ in

exactly one-bit position.

End of examination

EXAMINERS
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Answer the following questions:
Question 1: Short Answer Questions (50 Marks: 10 for each pointe)

1. What is the output of the following Java program?

class increment { ; b
public static void main(String args(]) -

{

int g =3; e
System.out.print(++g *8); =}

2. What will the following code print?
for (inti=10;i>0; i--);
System.out.print("*Meow! ");

3. What is wrong in the following statements?
(a) System.out.printf("%5d %d", 1, 2, 3);
(b) System.out.printf("%5d %f", 1);
(c) System.out.printf("%5d %f", 1, 2);

4. What is the Inheritance? Why is Inheritance used in Java?
5. What are the differences between the constructors and methods?

Question 2: MCQ (50 Marks: 5 for each pointe)

1. Which of the following is a superclass of every class in Java?
a) ArrayList
b) Abstract class
c) Object class
d) String
2. Which of the following statements is correct?
a) Public method is accessible to all other classes in the hierarchy
b) Public method is accessible only to subclasses of its parent class
c) Public method can only be called by object of its class
d) Public method can be accessed by calling object of the public class
3. Which of the following is a valid declaration of a char?

a) charch ="utea';
b) charca="'tea';

c) char cr=\u0223;
d) char cc = "\itea',




. Which of the following for loop declaration is not valid?

a) for(inti=99;i>=0;i/9)
b) for(inti=7;i<=77;i+=17)
c) for(inti=20;i>=2;--i)
d) for(inti=2;i<=20;i=2%1)

. The break statement in Java is used to __.

a) Terminates from the loop immediately

b) Terminates from the program immediately
c) Skips the current iteration

d) All of these

. 'Which of these is the correct method to create an array in java?

a) int[] arr= {1, 3, 5};

b) arr=new int[] {3, 1, 8};
c) intarr[]= {1, 4, 6};

d) All of these

. Which of these cannot be used for a variable name in Java?
a) identifier & keyword

b) identifier

c) keyword

d) none of the mentioned

What is not the use of “this” keyword in Java?

a) Referring to the instance variable when a local variable has the same name
b) Passing itself to the method of the same class

c) Passing itself to another method

d) Calling another constructor in constructor chaining

. Which of these are selection statements in Java?

a) break

b) continue

c) for()

d) if()

10. Which of these is a non-access modifier?

a) public
b) private
c) native
d) All of these



Question 3: TRUE or FALSE questions (50 Marks: 5 for each pointe)

(1) We can pass objects to method arguments in Java.

(2) The Java program can accept input from the command line.

(3) We can have multiple classes in same java file.

(4) The default value of Boolean variable is true.

(5) Java identifiers can contain letters, digits, and the underscore symbol and may start with
a digit. -

(6) In a for loop header, for (initializer; condition; update), the Java compiler requires

initializer to initialize a loop variable and update to update it.

(7) The object class is a superclass for all the classes in Java.

(8) Assignment operator is evaluated Left to Right.

(9) Java programming is not statically-typed, means all variables should not first be declared before they
can be used.

(10)The modifiers public and static cannot written in either order "public static" or "static public”.

EXAMINERS DR/ FATMA SHABAAN

Whth my best wishes
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Answer all the following questions:

First question:
(a) Prove that if a L.P.P. has at least two optimal feasible solutions, then there are
infinite number of optimal solutions.

(b) Prove that the sum S =8, +8, of two convex sets S1,8, in R"is a convex set.

(¢) Show that the set § = {x :x = (x,x,):ix, 22, x, < 4} < R7is convex set?,
Second gquestion:
(a) Solve graphically the following LPP:
max z =2x,+3x, ss. 3x, +tx,; S 3%, +x, <10, x,x,20
(b) By Simplex method solve the following LPP:;

max z =x, ~x, +3x,

S4o X +x,+x;<10; 2x, —x, <3; 2%, -2x,+3x, 50, X3X0,%520,
Third question:

(a) State and prove the weak Duality theorem?
(b) Find the dual of the following L.P.P.

minz =x, +x,+x, subject to

X, =3x,+4x,=5, x, —2x, <3, 2x, —X;24x,,x,20,x, is unrestricted in Sign
Fourth question:

(a) Write a short note on " Transportation problem"

(b) Determine an initial basic feasible solution to the following transportation
problem using Vogel's approximation method (VAM).

d, d, d,
X1 X ¥
S
! 2 7 4 |3
s X | X ) X
: 3 3 i f 8
s, | ¥ X3 X3
' 5 4 717
S_I Xy | Xy s X, " 14
7 9 8

:ié_ujlu_alsahmt_;g



(c) Solve the following game to find the saddle point,

Player B

Player A

u
f‘ hl
(€5

ey

5 -—ﬁ

ba

-3
il

by Iy
7
5 -6
2 4
-2 0

| Examiner:
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Tanta university - faculty of science
Department of Mathematics
Final Exam for the First Semester 2022-2023
Course Title: MA3125 Abstract Algebra and Topology
Date:22/1/2023 Computer Science Section Time Allowed:2H

Answer the following questions:

Question 1: Choose the correct answer (40 Marks)

1 T=1{X 0,{a}, {b},{a,b},{a, c}} is not a topology on X = {a, b, ¢, d} because

 a){abciEr | b{aju{b}er [ 9 {abcie¢r | d{abln{ac}ér

{ In any topological space (X, 7) the set {p: VG € 7,p € G, (G — {p}) N A # ¢} is
1) g —

a) closure of A | b) limit points of A | ¢) interior of A | d) exterior of 4
ace (X,7) theset AN (X — A)iscalled .............
b) interior of A | ¢) closure of 4 | d) exterior of 4
pace (X, T) the closure of any subset A € X equal .......
b) AP n A° | AP uA° d) 4 — A°
is the biggest open set contained in the subset A.
b) AP | o) A% | @) 4°
is the smallest closed set containing the subset A.
| b) 4° 0 AP | d) A%
The neighborhood system for any point p € X is equal N, = {X}; in the case that
#%| the topological space (X, 7) iS ......cvunneen.. space.
a) closed | b) indiscrete | ¢) discrete | d) dense
g’ﬁz E%E The subfamily 8 = {X, {a, b}} is NOT a base for the topology T =
| (X {a,b){c,d}}onX ={a,b,c,d} because ....................
a) {a,b} € tbutitnotbe | b) {c,d} €Tandit | ¢){c,d} €rbutit | d){a,b}ET
a union of members of a union of notbe aunionof | andita
B. members of 3. members of . members of §.

|| The set M = {r + sv/17:r,s € Z}, with addition and multiplication of R
is integral domain that have ...............

a) zero divisors | b) no zero divisors | ¢) no zeros | d) no inverse

T An element a € R of a ring R is a divisor of an element b € R if there exists an
| elementc € Rsuchthat..............

a) ;alb.c | b) c=a.b | ¢ a=bh.c | d) b=a.c
o l In the usual topology the largest open set contained in [1,2]U{4,5,6}is .....

_2) (1.7] | b) (.21u@56 | o (1.2U456 [ d) (12)
12)i] In topological spaces, the arbitrary intersection of open sefs is ......
a) always an open set b) always a closed | ¢) always a d) not always
set singleton set an open set

Examiners: Prof. Dr. Amgad Salem Salama




/13) In the usual topology, an open set can always be written as .....

a) an arbitrary union of b) an arbitrary ¢) a finite union of d) a finite
open intervals intersection of open open intervals intersection of
intervals closed intervals

In the ring (R,+, o) suchthatao b = a + \2b — 2, the identity of this ring is

2) NP [ »2+2 | 91++v2 | a)1/v2

[ The identity element for the binary operation * definedby a * b = ab /5, where
| @, b are the elements of a set of non-zero rational numbers, is .......
a) 5/ab [ b)0 | ¢)5 | d)1/5
716).] ThesetS = {1,i,—i,—1} with multiplication operationis ...................
a) semigroup b) subgroup ¢) monoid d) abelian group

ST In the ring (R,+, o) the element u € R is the multiplicative identity of R if for any
| QER, oo,

a) atu=a ‘ b)aou=u | uoa=a | du+ta=a
T18) ] A ring (R, *, +) is commutative if forany ,¥ ER , .ovvvoiiiiiiiinnnn
| b)x*y=y+x | O)x+y=y*x | d)x+y=y+x
In the ring (P(X),A, N) the identity element is ................coees
) X DY | o) P(X) [ dAcX
*"é )| Inthe ring (R;+, 0)suchthataobh =a+ v2b — 2, the multiplicative inverse of

AE RIS ciieeeiiiiiriiiiinnn.

[ by2+v2—a | 91+VZ-a/VZ | da/NZ+2

Question 2: (60 Points)

a) Consider the function f: X — Y from X to Y and suppose is a topology
on Y. Prove that 7* = {G € X: G = f~1(U), U € 7} is atopology on X.

b) Consider the topology 7 ={X,@,{a},{b},{a,b},{a,b, c}} on
X ={a,b,c,d,e}, Find A, A, A%, A°, A' for the subset 4={a,d,e}.

¢) Prove that the algebraic system (P(X),4,n) is 2 Boolean ring where A,
is the symmetric difference of sets.

d) Prove that the set S = {x + y3/3 +zY9: x,y,z € Q}, is a ring with
respect to addition and multiplication on R.

With best wishes
Prof. Dr. A. S. Salama

Examiners: Prof. Dr. Amgad Salem Salama
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